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Abstract: Hazelnut is a product with high nutritional and economic value. In maintaining the quality value of hazelnut,
the classification process is of great importance. In the present day, the quality classification of hazelnuts and other
crops is performed in general manually, and so it is difficult and costly. Performing this classification with modern ag-
ricultural techniques is much more important in terms of quality. This study was based on a model intended to detect
hazelnut quality. The model is about the establishment of an artificial intelligence-based classification system that can
detect the hidden defects of hazelnuts. In the developed model, the visuals used in the dataset are divided into training
and test groups. In the model, hazelnuts are divided into 5 classes according to their quality using AlexNet architec-
ture and modern deep learning (DL) techniques instead of traditional hazelnut classification methods. In this model
developed based on artificial intelligence, a very good approach was presented with the accurate classification of 99%.
Moreover, the values regarding precision and recall were also determined at 98.7% and 99.6%, respectively. This study
is important in terms of becoming widespread information technology use and computer-assisted applications in the
agricultural economics field such as product classification, quality, and control.
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Food and nutrition have always been an impor-
tant issue since the history of humanity. Hazelnut,
which is an important food and nutritional source,
helps to carry natural vitamins to the human body
thanks to the natural oils and fibres it contains. Hazel-
nut, which is also very rich in protein, supplies a large
part of the daily protein requirement.

Hazelnut is also an advantageous product in terms
of economic value. Although hazelnuts are produced
in many countries in the world, the number of hazel-
nut-producing countries on an international trade
scale is limited. The main producing and exporting
countries are Turkey, Italy, the USA, and Spain (Kilig
and Alkan 2006; MAAF 2021). According to the data

240

in 2019, a total of 1 125 178 t of hazelnuts were pro-
duced in the world. The average value of 1 t of hazelnuts
is USD 7 021, and 1 kg is USD 7 (FAOSTAT 2019). Tur-
key earns a substantial income from the hazelnut trade.

Today, when the reason for the development of de-
veloped countries is examined, it is seen that agricul-
ture has held great significance in the development
process. Since quality and sustainable agriculture is the
most important goal of the countries, it is necessary
to apply modern agricultural techniques at every stage
of agricultural production. In the last 10 years, food
quality has become the focus of attention of societies
to a larger extent (Gang 2018). Like in other sectors,
in the agricultural sector also and in particular, the
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technology is widely used for the quality classification
of crops. With the development of computer technolo-
gies, innovative methods are also applied to the classifi-
cation of products. Especially the increase in processor
capacities and the use of video cards are important
factors in the development of image processing tech-
niques. With the widespread use of computer vision,
the way has been cleared for the classification of prod-
ucts in different categories. While applying these clas-
sification processes, clustering methods, dimensional
analysis of objects, determination of product type and
classification in terms of quality are carried out.

The most important problem in the hazelnut indus-
try, which has a very large market in the world, is that
the quality and robustness of products cannot be de-
termined correctly. In recent years, safe and high-
-quality production of foods has come into prominence
(Oztiirk and Kasko Arici 2017) because image and
robustness, namely quality, holds great significance
in people's product preference (Kalkan et al. 2008).
While a broken, crushed or rotten hazelnut is not pre-
ferred by the consumer, robust and distinct textured
hazelnuts are preferred more. For this reason, the clas-
sification of quality levels of food products accord-
ing to their images is an important stage during sales.
However, today, farmers classify manually, but it takes
a lot of time to distinguish products belonging to dif-
ferent classifications in manual classification. In addi-
tion, due to the loss of time and cost increase for the
personnel in manual classification, such factors nega-
tively affect the product quality classification process.

Thus, the classification of products by technological
methods is of great importance. Thanks to the artificial
intelligence technology from the technological meth-
ods, products are classified according to their quality
(Kamilaris and Prenafeta 2018). The artificial intelli-
gence, like in many fields, has been used in agricultural
applications in recent years as well. Here, high-preci-
sion algorithms of artificial intelligence technologies,
the use of which is rapidly increasing in every field,
provide a chance for increasing quality and sustain-
ability in the agricultural sector. As the digital world
of the future rises with the artificial intelligence in or-
der to be able to better assimilate this technology, us-
ing algorithms in agriculture will also be an important
step (Di Caro et al. 2019). Thus, hazelnuts are classified
according to their quality by using modern techniques
instead of traditional hazelnut classification methods.

When these situations are considered, with an ar-
tificial intelligence-based hazelnut quality classifica-
tion system:

— It will help to develop artificial intelligence-based au-
tomatic systems instead of manual classification ap-
plications in agriculture;

— Farmers will be facilitated;

— Products will be classified as economical;

— It will save time and space;

— Labour force costs and production costs will de-
crease and profitability will increase;

— Products will be marketed at a proper and correct
price;

— Export will be easier;

— Better quality products will be offered to the market;

— It will be contributed to the regional and national
economy;

— A positive contribution will be made to the promo-
tion of products in the country.

In this study, a model that classifies hazelnuts into
five categories in terms of cracks, holes, marks, cuts,
and robustness was proposed by artificial intelligence
algorithms. In the proposed model, hazelnuts were
classified by artificial intelligence algorithms with re-
spect to their quality properties.

In the study conducted by Solak and Altinisik (2018),
hazelnuts were classified into three categories as small,
medium and large by image processing techniques.
The success rate in the classification was between
90% and 100%.

Cai and Liu (2019) proposed the betel nut classifica-
tion method based on transfer learning. In the study
performed with the AlexNet network, the betel nut
classification accuracy was 89.4% in the dataset con-
sisting of only 189 images.

Dheir et al. (2020) classified five different hazelnut
species by a dataset containing 2 868 images. In the
model in which artificial neural networks (ANN) and
deep learning (DL) algorithms were used 98% accuracy
was obtained.

In the study of Alnajjar (2021), hazelnut species were
classified by ANN and image processing techniques.
The dataset consisting of 1 595 images of four different
hazelnut species and the model attained 100% accuracy
in the test set.

Kog etal. (2020) classified 50 samples of pointed, black,
and chubby hazelnut varieties by Gradient Boosting,
Random Forest, and DL4] algorithms. In classification,
maximum length, width, pressing durability, and weight
of hazelnuts were used. Classification accuracy in Gradi-
ent Boosting, Random Forest and DL4] algorithms was
determined to be 94, 100, and 94%, respectively.

In the next part of the research, hazelnut classifica-
tion by the proposed model and methodology is exam-
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ined, and the results of classification were evaluated
and discussed in detail.

MATERIAL AND METHODS

Dataset. MV Tec Anomaly Detection (MVTec 2021)
is a dataset developed for industrial investigations and
consisting of more than 5 000 images by categorising
15 different objects and textures. This covers a differ-
ent number of test images for each category. There are
3 629 pictorial images, and 1 725 datasets reserved
for testing (Bergmann et al. 2021). In this study, ha-
zelnut images in the dataset were used to measure
hazelnut quality. There are 514 hazelnut images with
1024 x 1 024 resolution in 5 different categories in total
in the data set (Bergmann et al. 2019). The original im-
age numbers for each category are given in Table 1, and
the dataset image examples are also given in Figure 1.

Data augmentation. The number of the data is im-
portant in the training performance of DL architec-
tures. Images belonging to 4 categories in the dataset
were made to quadruple by rotating 90 degrees to the
right, 90 degrees to the left, and 180 degrees. Examples
of original and augmented images are given in Figure 2.
Images belonging to the good category were found

(A) (B)
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Table 1. The number of original and augmented images
of the categories in the dataset

Class Original Augmented
Cut 17 68
Crack 18 72
Good 391 391
Hole 18 72
Print 17 68

adequately sufficient and no data augmentation was
applied. In Table 1, the number of original and aug-
mented images of each class is given.

Convolutional Neural Network (CNN). Convo-
lutional Neural Network (CNN) is the most popular
DL model widely used for image analysis. CNN is a deep
neural network architecture classifying the images and
making automatically features related to filtering on the
pixel matrices (Gu et al. 2018). CNN architectures con-
sist of two parts: feature learning and classification.
In the feature learning section, there are convolutional,
activation, and pooling layers. Convolutional layer is the
main layer used to determine the features of the im-
ages used in the study. It examines the features of the
images used in my work and determines the impor-

(C)

Figure 1. Examples of dataset
images: (A) good class, (B) crack
class, (C) cut class, (D) hole class,
and (E) print class
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(A)

Figure 2. Enlarged versions of hazelnut images: (A) crack class, (B) cut class, (C) hole class, and (D) print class

tant features with the filters to be applied. In addition,
the most appropriate feature is determined with the
expanded matrix size used here. In the pooling layer,
the weights of the architecture are controlled and the
weights are reduced to make it suitable for the architec-
ture. By applying the activation layer, the linear learning
of the network is prevented and it is opened to evalu-
ate with different parameters. Thus, better learning can
be achieved with networks with nonlinear activation
functions. The classification section also consists of flat-
tened and fully tied layers. In the convolution layer,
image pixels given as an entry are passed through con-
volution filters with certain weights. In the next stage,
values obtained are applied to the activation function,
and the linearity of the network is tried to be eliminated.

AlexNet. In the study, the AlexNet architecture, one
of the popular CNN architectures, was used in the classifi-
cation of hazelnut images (Krizhevsky et al. 2012). The in-
putimage size of this architecture is 227 x 227. The overall
structure of the architecture consists of 5 convolutional
layers and 3 fully tied layers. Filters of the size 11 x 11 are
used in the first convolutional layer, 5 x 5 in the second
convolutional layer, and 3 x 3 in all other convolutional
layers. While maximum pooling is used in the first two
convolutional layers, the next 3 convolutional layers are
directly intertied. At the end of the fifth convolutional
layer, maximum pooling is performed again. Rectified
Linear Unit (ReLU) is used in the activation process
of AlexNet architecture. In fully tied layers, dropout
is used to prevent the network memorising. The AlexNet
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Figure 3. AlexNet architecture

architecture is shown in Figure 3 (Krizhevsky et al. 2012).
Since AlexNet was the basic architecture that made DL
popular first, this architecture was preferred in this
model. ZFNet is used in classification in different archi-
tectures such as Google Net, but the AlexNet structure
is the basis of this work, and it is focused on the results
of the basic architecture instead of the architectures de-
veloped over this structure. It is a DL architecture that
won the first place with its successful results in Image-
Net competitions.

Transfer learning. The transfer learning approach
is the use of the parameters of the network trained
in a task in a similar new task. A lot of data is needed
to train CNN architectures from scratch with images

Table 2. CNN architecture used in the experiment

/f——— L \d
178 2048 \ / 2048 \ "¢
dense dense
1000
128 Max L L
pooling 2048 2048

in the dataset. Using the transfer learning approach,
those CNNs that cannot be trained from scratch with
sufficient data are provided to achieve high accuracy
performance in the new task (Firildik and Talu 2019).
However, using the transfer learning approach in CNN
architectures provides the opportunity for the network
to progress faster according to training from scratch.
Experimental setup. In detecting hazelnut quality,
images in the augmented dataset were divided into the
training of 85% and the testing of 15%. ReLU was used
for the training of the AlexNet architecture in the ac-
tivation layers, and the Adam algorithm was also used
for the optimisation of the network. The batch size was
detected 64, and the number of training epochs 20.

Layer Process Feature map Size Kernel size Stride Activation  Train or not
Input image 1 227 x 227 x 3 - - - not
1 convolution 96 55 x 55 x 96 11 x 11 4 ReLU not
- Max pooling 96 27 x 27 x 96 3x3 2 ReLU not
2 convolution 256 27 x 27 x 256 5x5 1 ReLU not
- Max pooling 256 13 x 13 x 256 3x3 2 ReLU not
3 convolution 384 13 x 13 x 384 3x3 1 ReLU not
4 convolution 384 13 x 13 x 384 3x3 1 ReLU not
5 convolution 256 13 x 13 x 256 3x3 1 ReLU not
- Max pooling 256 6 x 6 x 256 3x3 2 ReLU not
6 FC - 9216 - - ReLU train
7 FC - 4096 - - ReLU train
8 FC - 4096 - - ReLU train
Output FC - 5 - - Softmax train

CNN - Convolutional Neural Network; ReLU — Rectified Linear Unit; FC — fully-connected

244



Czech Journal of Food Sciences, 40, 2022 (3): 240-248

Original Paper

https://doi.org/10.17221/21/2022-CJES

The learning rate interval test (LRIT) method (Smith
2017) was used for the learning speed. The applications
were implemented in the cloud environment using the
Python programming language and the fast.ai (Howard
and Gugger 2020) library.

In Table 2, pieces of information on the structure
of the architecture used for feature extraction and clas-
sification from hazelnut images are given.

RESULTS AND DISCUSSION

As a result of the experiment, classification results
obtained with the AlexNet architecture are given in Ta-
ble 3. Hazelnut images were classified into 5 different
ways. When Table 3 was examined, it was seen that 99%
accuracy was achieved. In addition, precision and recall
values were detected at 98.7% and 99.6%, respectively.

Asaresult of the experiment, precision, recall, F-score,
and support values of each classification group are given
in Table 4. When Table 4 is examined, it is seen that the
AlexNet algorithm estimates the images of the crack
group with a precision value of 93%. Apart from this, all
groups reached a precision value of 100%. The AlexNet
architecture correctly estimated all images of the good
group and achieved the success of 100% in precision, re-
call, and F-score values.

Micro, macro, and weighted precision, recall, F-score
results, and support values of classification results
were given in Table 5. According to this, classification
results of hazelnut quality by the artificial intelligence-
-based CNN model were determined quite high. When
Table 5 is examined, it is seen that the suggested archi-
tecture was 100% in the macro recall value.

As a result of classification, the numbers of both cor-
rect and incorrect images obtained for each class are
shown in Figure 4.

When the confusion matrix was examined, it was de-
termined that it correctly estimated 53 images of the
54 images of the good category. The algorithm cor-
rectly estimated all the 13 images of the crack class,
14 images of the cut group, 9 images of the hole group,
and 10 images of the print group. Only 1 image of a to-
tal of 100 images was misclassified.

The receiver operating characteristic (ROC) curve and
area under curve (AUC) value showing the true-positive

and false-positive ratio of the classification architecture
are shown in Figure 5. ROC and AUC successfully rep-
resent image qualities. As can be seen from the ROC
curve, the model proposed by the AlexNet architecture
achieved high success in classifying hazelnut quality.
Classification of agricultural products by using high-
-level information technologies such as artificial intelli-
gence and DL is the best example of a multidisciplinary
study in the agricultural economics field. When litera-
ture studies are reviewed, studies on the classification
of hazelnut quality by high-level information technol-
ogy are rather limited. It is seen that previous studies
were aimed at comparatively examining development
levels of products rather than quality and economic
contribution. Miraei Ashtiani et al. (2020) examined
almond shells according to their thickness and width
and performed a study to classify almond masses. They
estimated almond quality with 96% accuracy by using
different classification algorithms. In some studies, the
classification process was applied according to product
size and mass. In a study conducted by Vidyarthi et al.
(2020), the mass and the original sizes of peanuts were
estimated. In such studies, to determine the product
size and calculate its mass is quite complex and diffi-
cult. In order to eliminate this situation, visual objects
are used instead of mass calculations. By consider-
ing all kinds of conditions, in addition to the cracked
and hole hazelnuts in the classification, overprinted
hazelnuts were also included in the study. Dheir et al.
(2020) classified hazelnuts into 5 different categories
with 910 images and the CNN model belonging to the
test group in a dataset consisting of 2 868 images.
In the study, 98% accuracy was achieved. In this study,
it is seen that the classification success of the AlexNet
architecture model achieved a higher success of 99%
with fewer images. Han et al. (2021) classified hazel-
nuts into 3 groups as good, medium, and poor. As a re-
sult of fivefold cross-validation with the CNN model,
an average accuracy rate of 93.48% was reached. Na-
rendra and Kini (2018) classified peanut quality with
a similar machine learning model in agricultural classi-
fication. With the machine learning model they devel-
oped, the best prediction models in classifying peanut
varieties were obtained 82.27% with Random Forest,
84.9% with Multilayer Perceptron, and 86.07% with

Table 3. Macro averaged performance summary of CNN architecture

Algorithm Accuracy AUC

Precision

Recall F-score Error rate

AlexNet 0.9900 1.0000

0.9857

0.9962 0.9909 0.2378

CNN - Convolutional Neural Network; AUC — area under curve
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Table 4. Evaluation criteria obtained for each class

Classes Precision  Recall ~ F-score  Support
Cut 1.00 0.98 0.99 54
Crack 0.93 1.00 0.96 13
Good 1.00 1.00 1.00 14
Hole 1.00 1.00 1.00 9
Print 1.00 1.00 1.00 10

Table 5. Micro, macro, and weighted average assessment
criteria from all classes

Results Precision Recall ~ F-score Support
Micro average  0.99 0.99 0.99 100
Macro average  0.99 1.00 0.99 100
Weighted 099 099 099 100
average

1ibSVM algorithm. It was observed that machine learn-
ing algorithms achieve lower accuracy in classification.
The DL model applied in this study eliminates this
problem. In the study, the fact that the precision value
was 98.5% and the recall value was 99.6%, an indicator
of the success of the architectural model was applied.
Moreover, the model estimated all products belong-
ing to the 'good category' with 100% accuracy, preci-
sion, and recall results. It was seen that the AlexNet
architecture was quite successful in classification.
Schmidt-Hieber (2020) stated that the depth of neu-
ral network architectures, that is, the number of lay-
ers used, is important in the ReLU activation function.
The high accuracy obtained in this research supports

goodl o o o

crack 0 13 0 0 0
=
2 cut{ o0 0 14 0 0
<
hole- 0 0 0 9 0
print- 0 0 0 0 10
T % 2 T -
3] = = =)
& ¢ ° 2
Predicted

Figure 4. Confusion matrix

246

https://doi.org/10.17221/21/2022-CJES

1.0 —
0.8 L
[ -
.qz) 0.6 ,,/
= g
w) ’I
I3 -
B 0.4- -
() -
= el
= 7
0.2 1 7
,// ROC curve (area = 1.00)
0.04¢5 . . . .
0.0 0.2 0.4 0.6 0.8 1.0

False positive rate

Figure 5. Receiver operating characteristic (ROC) curve

this. In a similar study that Han et al. (2021) conducted
by applying different experiments, the good-, medium-
and low-quality hazelnuts in the test set were classified.
In the study, the accuracy values of 95.59, 90.00, 95.83,
and 93.48% with different experimental groups were
reached in the test data set. These results obtained
in the CNN-model study conducted with different ex-
perimental clusters show that the quality classification
has a great potential for an accurate, real-time, and
non-destructive estimation.

CONCLUSION

To predict quality levels from hazelnut images,
DL classification model based on convolution was devel-
oped. In the model, hazelnut images were classified into
five different categories and an average accuracy of 99%
was achieved. In the study, three key factors were em-
phasised in detecting hazelnut quality: i) when confu-
sion matrix results were analysed, the proposed AlexNet
model performs better in classifying hazelnuts belonging
to the good category; ii) the use of data augmentation
methods can increase the performance of classification
in this model; ii{) when Max pooling and ReLU pro-
cesses are applied, classification performs better. This
study exhibits a great potential regarding combining
imaging process techniques with DL to predict hazel-
nut quality with high accuracy. Agriculture has always
been an important sector in the economic development
of countries. For this reason, in order to ensure quality
and sustainable development, modern techniques and
technological applications should also be used in the
marketing stage, like in other stages of agriculture.

In this study, the DL algorithms model which is an ad-
vanced information technology was used in hazelnut
classification. With the proposed model using the CNN
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application, hazelnuts were classified according to qual-
ity elements and great success was achieved. If the model
is applied, classification will be able to be performed
with high accuracy in the hazelnut industry. It is esti-
mated that the model, which is expected to contribute
to the use of information technology in the agricultural
field, will also provide a great advantage with respect
to the agricultural economics.
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