Comparison of automatic and interactive thresholding of hemispherical photography
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ABSTRACT: This study presents the effects of operator bias and variation in interactive thresholding on the estimation of light environment using hemispherical photography. Twenty-one hemispherical photographs taken beneath a wide range of canopy densities were visually converted to binary images twice by 21 operators, and then the gap fraction was computed from the images. The interactive threshold varied greatly among the different operators and within a single operator, which resulted in a considerable operator bias and variation in the gap fraction. This study also compared three widely used automatic thresholding algorithms, which were installed in freely available software LIA for Win32 for analyzing hemispherical photography, with interactive thresholding using the same photographs. The median of the interactive threshold by repetitive interactive thresholdings from 21 operators was assumed to be correct for the comparison. The results indicated that MINIMUM was considered to be a better algorithm than the other ones installed in LIA32 when the gap fraction was over 10%. However, VARIANCE seemed to be superior to MINIMUM under the low gap fraction and the cloudy sky condition with dark and white clouds. This implied that MINIMUM or VARIANCE should be used for analyzing hemispherical photographs with LIA32. In conclusion, we need to pay attention to the selection of the automatic thresholding algorithm and the sky condition when taking hemispherical photographs.
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Hemispherical photography has made it possible to estimate the potential direct and diffuse light that penetrates through discrete canopy openings, and also to provide a permanent record of the position, size, density and distribution of canopy openings (Rich 1990; Jonckheere et al. 2004). Studies have been facilitated by the recent availability of inexpensive digital cameras that can be equipped with fish-eye lenses. Digital hemispherical photography is potentially useful in spatially and temporally intensive studies, since it eliminates the cost, time and labour associated with film processing and image scanning (Englund et al. 2000; Frazer et al. 2001; Hale, Edwards 2002; Inoue et al. 2002, 2004a,b; Ishida 2004; Jonckheere et al. 2004; 2005). The technique has the added advantage that the images can be viewed immediately in the field and retaken if necessary (Frazer et al. 2001; Hale, Edwards 2002; Jonckheere et al. 2004). These features have contributed to making hemispherical photography one of the most effective devices in estimating the forest light environment.

One of the most important problems on hemispherical photography is the difficulty associated
with distinguishing the foliage, branches and stems of trees from the background sky (Barrie et al. 1990; Rich 1990; Roxburgh, Kelly 1995; Machado, Reich 1999; Englund et al. 2000; Kato, Komiya 2000; Frazer et al. 2001; Jonckheere et al. 2004, 2005; Nobis, Hunziker 2005; Cescatti 2007; Jarcuska et al. 2010). Most studies classify images into sky and canopy using an operator-defined threshold obtained by visually comparing the classified image with the original image (e.g. Barrie et al. 1990; Roxburgh, Kelly 1995; Inoue et al. 1996; Machado, Reich 1999; Englund et al. 2000; Hale 2001, 2003; Hale, Edwards 2002). This operator-dependent step is called "interactive thresholding" and is the only subjective stage of the estimation process (Barrie et al. 1990; Frazer et al. 2001). This subjectivity means that interactive thresholding is likely to be subject to operator bias and variation: the differences in the estimation among different operators and within a single operator, respectively (Rich et al. 1993; Easter, Spies 1994; Weaver, Au 1997; Englund et al. 2000; Kato, Komiya 2000; Ishida 2004; Jonckheere et al. 2004, 2005; Nobis, Hunziker 2005; Cescatti 2007). As Machado and Reich (1999) pointed out, small changes in the threshold could have a large effect on the light environment estimate, and hence the interactive thresholding may produce operator bias and variation in the estimation of the light environments. Nobis and Hunziker (2005) compared the interactive thresholds determined three times by seven operators with their averages using 20 photographs, and reported that the interactive thresholds varied greatly. However, they did not distinguish operator bias and variation. Jonckheere et al. (2005) also examined the operator bias in the gap fraction among 10 operators using 10 photographs, and found that the operator bias increased as the gap fraction increased. The operator bias was, however, studied beneath comparatively open canopies, i.e. the gap fraction > 30% (Jonckheere et al. 2005). Hemispherical photography is often used to estimate the light environment beneath dense canopies (e.g. Barrie et al. 1990; Roxburgh, Kelly 1995; Inoue et al. 1996, 2002; Machado, Reich 1999; Englund et al. 2000; Kato, Komiya 2000; Hale 2001, 2003; Hale, Edwards 2002; Nobis, Hunziker 2005). It is therefore necessary to investigate the operator bias and variation in interactive thresholding and their effects on the estimation of light environments across a wide range of canopy densities.

Interactive thresholding is also too time- and labour-consuming to apply to large numbers of photographs (Weaver, Au 1997; Nobis, Hunziker 2005). By contrast, an automatic thresholding algorithm enables us to convert hemispherical photographs to binary images not subjectively but objectively, and to reduce greatly the time and labour required for the thresholding. For this reason various automatic thresholding algorithms have been developed and compared (Kato, Komiya 2000; Ishida 2004; Jonckheere et al. 2005; Nobis, Hunziker 2005; Cescatti 2007). Kato and Komiya (2000) devised a method for determining the threshold of hemispherical photographs taken in a deciduous broadleaved forest. In this method, the threshold is determined based on the relationship between the measured indirect site factor (ISF) using the quantum sensors and the estimated ISF from the photographs. However, as Ishida (2004) pointed out, the method cannot be directly applied to other types of forests, since the relationship would vary with the forest type. Ishida (2004) proposed an automatic algorithm for determining the threshold with the maximum curvature on a histogram from hemispherical photography, but the algorithm has not been compared with other automatic algorithms and interactive thresholding. Nobis and Hunziker (2005) developed an automatic algorithm, SideLook, for determining a threshold based on the edge detection, and compared the algorithm with interactive thresholding. Although Nobis and Hunziker (2005) found that the gap fractions from SideLook and the interactive thresholding were highly correlated, SideLook has not been compared with the other automatic thresholding algorithms. Jonckheere et al. (2005) compared 35 automatic thresholding algorithms and interactive thresholding, and suggested that the iterative automatic algorithm proposed by Ridler and Calvard (1978) was the most reliable method. Cescatti (2007) devised an automatic thresholding method based on the linear conversion of hemispherical photographs, Linear-Ratio, and compared this method with the plant canopy analyzer, interactive thresholding, iterative thresholding (Ridler, Calvard 1978) and SideLook (Nobis, Hunziker 2005). The results showed that LinearRatio produced a good estimation of the canopy transmittance, whereas the iterative thresholding led most likely to overestimation (Cescatti 2007). Jarcuska et al. (2010) also compared the light environment estimates from two programmes for the analysis of hemispherical photograph, i.e. Gap Light Analyzer (e.g. Frazer et al. 2001) and WinScanopy (e.g. Petritan et al. 2009), with different automatic thresholding algorithms. Despite
of these efforts, it cannot be concluded which automatic thresholding algorithm is the most reliable. Recently, various computerized programmes for analyzing hemispherical photography have been developed (e.g. Steege 1993; Frazer et al. 2001; Ishida 2004; Petritan et al. 2009). Among these programmes, LIA for Win32 (LIA32: Copyright K. Yamamoto) is one of the most useful image-processing programmes, which is developed by Delphi 5.0J (Inspire Corporation, Scot Valley, USA) and available freely at http://www.agr.nagoya-u.ac.jp/~shinkan/LIA32/index-e.html. LIA32 includes three widely used automatic thresholding algorithms proposed by Otsu (1979), Kapur et al. (1985) and Kittler and Illingworth (1986). However, it is unclear which algorithm is the most reliable when classifying a hemispherical photograph into the sky and canopy automatically. To establish a procedure for analyzing hemispherical photography using LIA32, there is a need for comparison of these algorithms and evaluation of their reliabilities. The objectives of this study were (1) to examine the effects of operator bias and variation in interactive thresholding on the estimation of light environment using digital hemispherical photography; (2) to examine which automatic thresholding algorithm included in LIA32 can be effectively applied to digital hemispherical photography by comparing the results from interactive thresholding.

MATERIALS AND METHODS

Study area

The study was conducted in the Hiruzen Experimental Forest of Tottori University in Okayama Prefecture, western Japan (35°18'N and 133°35'E). The average annual temperature, average annual precipitation and maximum snow fall in the Experimental Forest were 11.3°C, 2,140 mm and 2.1 m, respectively (Wang and Uozumi 2001). The soils are mainly grey volcanic ash soils. A circular plot of 0.02 ha was established in three stands for each forest type: Cryptomeria japonica (CJ1-3), Chamaecyparis obtusa (CO1-3), Pinus densiflora (PD1-3), Larix kaempferi (LK1-3) and deciduous broadleaved species (BL1-3). CJ, CO, PD and LK were even-aged pure stands, whereas BL were uneven-aged mixed stands. BL were dominated by Quercus serrata, Quercus acutissima and Castanea crenata. On each plot, total tree height and diameter at 1.2 m (dbh) of all living trees were measured. A general description of each plot is shown in Table 1.

Hemispherical photography

At a sample point selected randomly on each plot, a colour hemispherical photograph was taken under still and cloudy conditions (Rich 1990).

<table>
<thead>
<tr>
<th>Plot</th>
<th>Species</th>
<th>Tree height (m)*</th>
<th>dbh (cm)*</th>
<th>Stand density (stems·ha⁻¹)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CJ1</td>
<td>Cryptomeria japonica</td>
<td>22.6 ± 2.1</td>
<td>41.6 ± 6.5</td>
<td>450</td>
</tr>
<tr>
<td>CJ2</td>
<td>Cryptomeria japonica</td>
<td>21.1 ± 2.9</td>
<td>32.9 ± 7.5</td>
<td>850</td>
</tr>
<tr>
<td>CJ3</td>
<td>Cryptomeria japonica</td>
<td>10.9 ± 1.6</td>
<td>15.7 ± 3.6</td>
<td>2700</td>
</tr>
<tr>
<td>CO1</td>
<td>Chamaecyparis obtusa</td>
<td>16.8 ± 0.8</td>
<td>27.0 ± 4.0</td>
<td>750</td>
</tr>
<tr>
<td>CO2</td>
<td>Chamaecyparis obtusa</td>
<td>10.6 ± 0.6</td>
<td>16.7 ± 2.2</td>
<td>1,300</td>
</tr>
<tr>
<td>CO3</td>
<td>Chamaecyparis obtusa</td>
<td>14.1 ± 1.0</td>
<td>18.0 ± 3.2</td>
<td>1,550</td>
</tr>
<tr>
<td>PD1</td>
<td>Pinus densiflora</td>
<td>21.2 ± 1.0</td>
<td>43.0 ± 4.6</td>
<td>1,550</td>
</tr>
<tr>
<td>PD2</td>
<td>Pinus densiflora</td>
<td>22.2 ± 1.8</td>
<td>33.0 ± 6.9</td>
<td>500</td>
</tr>
<tr>
<td>PD3</td>
<td>Pinus densiflora</td>
<td>12.5 ± 1.7</td>
<td>20.0 ± 3.9</td>
<td>1,100</td>
</tr>
<tr>
<td>LK1</td>
<td>Larix kaempferi</td>
<td>17.6 ± 1.3</td>
<td>21.9 ± 3.4</td>
<td>1,050</td>
</tr>
<tr>
<td>LK2</td>
<td>Larix kaempferi</td>
<td>15.0 ± 4.0</td>
<td>18.3 ± 6.5</td>
<td>1,050</td>
</tr>
<tr>
<td>LK3</td>
<td>Larix kaempferi</td>
<td>13.0 ± 5.4</td>
<td>15.1 ± 8.0</td>
<td>1,050</td>
</tr>
<tr>
<td>BL1</td>
<td>Broad-leaved species**</td>
<td>12.9 ± 1.8</td>
<td>18.6 ± 5.4</td>
<td>500</td>
</tr>
<tr>
<td>BL2</td>
<td>Broad-leaved species**</td>
<td>12.8 ± 7.8</td>
<td>15.1 ± 10.3</td>
<td>900</td>
</tr>
<tr>
<td>BL3</td>
<td>Broad-leaved species**</td>
<td>12.3 ± 2.0</td>
<td>23.5 ± 8.0</td>
<td>1,150</td>
</tr>
</tbody>
</table>

*Average ± Standard Deviation,**The dominant broad-leaved species in BL were Quercus serrata, Quercus acutissima and Castanea crenata.
using a digital camera (Coolpix 990, Nikon Corporation, Tokyo, Japan) with a fish-eye lens (Fish-eye converter FC-E8, Nikon Corporation, Tokyo, Japan). The camera was mounted at a height of 1.2 m above the ground on a tripod and levelled with a bubble level. An automatic setting for aperture width and shutter speed was used (Englund et al. 2000; Inoue et al. 2002, 2004a,b; Jarcuska et al. 2010). Inoue et al. (2004b) found no effects of different image quality and size of the Coolpix 990 on light environment estimates, and therefore the fine-quality and XGA-size image (1,024 pixel × 768 pixel) was used in this study. Photographs of LK and BL were taken twice (before and after leaf flushing) to cover a wide range of canopy densities, which increased the total number of photographs used in this study to 21.

**Interactive thresholding**

The hemispherical photographs were downloaded directly from the digital camera to a personal computer with a CRT display (FM-V Deskpower M2/457, Fujitsu Corporation, Tokyo, Japan). To examine the operator bias, all 21 hemispherical photographs were visually converted to binary (black-and-white) images by 21 operators: one operator was well-experienced, whereas others had no experiences with interactive thresholding and with the evaluation of hemispherical photography. Since the blue channel image enables us to obtain a maximum contrast between the tree crown and the background sky among blue, red and green-filtered grey level images (Lee et al. 1983; Nobis, Hunziker 2005), colour and blue channel images were simultaneously displayed on a computer display. Using the Photoshop Elements 2.0 image-processing software (Adobe Systems Incorporated, San Jose, USA), each operator determined a threshold for each of the grey-scale images by interactively changing the threshold up or down and visually comparing the resulting black-and-white image with the colour image, until the edge between the tree crown and the background sky in the classified image best matched that observed in the colour image. To assess the operator variation, the interactive thresholding procedure was repeated twice by all operators with a one-week interval using a different order of photographs. For interactive thresholding, the contrast and brightness of the CRT display were maintained constant regardless of the operator. The interactive threshold is referred to as IT.

**Automatic thresholding**

The widely used automatic thresholding algorithms proposed by Otsu (1979), Kapur et al. (1985) and Kittler and Illingworth (1986) were thus applied to the blue channel images. In these algorithms, the optimal thresholds are based on between-class variance, classification error and total entropy, respectively, described briefly as follows: in this study these three algorithms are referred to as VARIANCE, MINIMUM and ENTROPY, respectively.

An image can be described as being composed of \( L \) grey levels. The number of pixels at a grey level \( i \) is denoted by \( n_i \) and the total number of pixels is given by \( N = n_1 + n_2 + \ldots + n_L \). The probability of a pixel having a given grey level is thus:

\[
p_i = n_i / N
\]

where: \( p_i \geq 0, \sum p_i = 1 \)

Now suppose that we are classifying the pixels into two classes: those with grey levels up to threshold \( k \), \( (1, \ldots, k) \) and those with grey levels above threshold \( k \) \( (k + 1, \ldots, L) \). The probabilities of class occurrence, class mean levels, class variances and class entropies, are given by

\[
\alpha_k = \sum_{i=1}^{k} p_i, \quad \alpha_k = \sum_{i=k+1}^{L} p_i
\]

\[
\mu_k = \sum_{i=1}^{k} i p_i / \alpha_k, \quad \mu_k = \sum_{i=k+1}^{L} i p_i / \alpha_k
\]

\[
\sigma_k^2 = \sum_{i=1}^{k} (i - \mu_k)^2 / \alpha_k, \quad \sigma_k^2 = \sum_{i=k+1}^{L} (i - \mu_k)^2 / \alpha_k
\]

and

\[
E_0 = -\sum_{i=1}^{k} \frac{p_i}{\alpha_k} \log \frac{p_i}{\alpha_k}, \quad E_1 = -\sum_{i=k+1}^{L} \frac{p_i}{\alpha_k} \log \frac{p_i}{\alpha_k}
\]

Then, the between-class variance \( \sigma_k^2(k) \), classification error \( J(k) \) and total entropy \( \Psi(k) \) are defined as:

\[
\sigma_k^2(k) = \alpha_k \alpha_k (\mu_0 - \mu_k)^2
\]

\[
J(k) = \alpha_k \log (\sigma_k^2 / \alpha_k) + \alpha_k \log (\sigma_k^2 / \alpha_k)
\]

and \( \psi(k) = E_0 + E_1 \), respectively.

These measures are calculated for \( i = 0, \ldots, L-1 \), and the optimal thresholds \( ATV \) (for VARIANCE), \( ATm \) (for MINIMUM) and \( ATe \) (for ENTROPY) are determined for the values of \( k \) at which \( \sigma_k^2(k) \) and \( \Psi(k) \) are maximized and \( J(k) \) is minimized, respectively. These automatic thresholding algorithms were performed using the LIA32.
Evaluation of light environment

All hemispherical photographs were converted to binary images according to each of the interactive and automatic thresholds, i.e. IT, ATv, ATm and ATe. The gap fraction was then computed from the binary images as a measure of the light environment. The gap fraction was defined as the total amount of sky visible as a proportion of the entire hemisphere when viewed from a point (Inoue et al. 2004b). The fish-eye lens used in this study was designed to produce a simple polar projection (Herbert 1987), but it did not conform exactly to this design specification (Englund et al. 2000; Frazer et al. 2001; Inoue et al. 2004a). The gap fraction was therefore computed by calibrating the view angle and lens distortion of the fish-eye converter using the LIA32 (Inoue et al. 2004a).

Statistical analyses

To assess the operator bias in interactive thresholding, the ranges in IT and gap fraction among the 21 operators were calculated for each photograph. For this analysis, to distinguish the operator bias and variation clearly, the ranges obtained from the thresholdings performed in duplicate were treated individually. To evaluate the operator variation in the interactive thresholding, IT and gap fraction were compared between the first and the second thresholding for each operator using Wilcoxon’s rank sign test. Since there was no correct answer in determining the threshold for each hemispherical photograph, the median of IT by the two interactive thresholdings from 21 operators was assumed to be correct and used for the comparison of automatic thresholding algorithms with the interactive thresholding. The threshold and gap fraction were compared between the automatic thresholding algorithms and interactive thresholding using Spearman’s correlation coefficient by rank test and Wilcoxon’s rank sign test. For these statistical analyses, all percentage data of gap fraction was transformed by arcsin. Statistical analyses were performed using Excel 2000 with the add-in software Statcel 2 (Yanai 2004).

RESULTS

Operator bias

Fig. 1 shows the scatter plots of the single interactive threshold (IT) in relation to the median

Fig. 2. Scatter plots of the gap fraction from the single interactive threshold in relation to that from the robust mean interactive threshold values. The broken lines indicate 1:1
interactive threshold values. For both the first and the second interactive thresholdings, IT for each photograph varied greatly according to operators. The respective average and maximum ranges of IT were 58 and 94 for the first thresholding and 71 and 110 for the second thresholding. Such an operator bias in IT produced a remarkable operator bias in gap fraction (Fig. 2). The respective average and maximum ranges of the gap fraction were 8.7% and 23.9% for the first thresholding and 10.3% and 25.2% for the second thresholding.

**Operator variation**

Fig. 3 compares IT and gap fraction between the first and the second thresholdings. For 11 out of the 21 operators, IT differed significantly between the two thresholdings ($P < 0.05$). For all operators, the average and maximum difference in IT between the two thresholdings was 0 and 88, respectively. Gap fraction estimates from the same 11 operators were significantly different between the two thresholdings ($P < 0.05$). For the 21 operators, the average and maximum difference in gap fraction between the repetitive thresholdings was 0.2% and 15.3%, respectively.

**Comparison of interactive thresholding with automatic thresholding algorithms**

Fig. 4 compares the threshold and gap fraction between the median interactive thresholding and three automatic thresholding algorithms. Although there was a significant correlation between ATv and IT ($r = 0.716; P < 0.01$), ATv was significantly smaller than IT ($P < 0.001$). There was no significant difference between ATm and IT ($P = 0.170$), and no significant correlation between ATm and IT was found out ($r = -0.378; P = 0.090$). ATe was excessively smaller than IT ($P < 0.001$), whereas ATe was significantly correlated with IT ($r = 0.700; P < 0.01$).

The gap fraction from ATv was significantly correlated with that from IT ($r = 0.940; P < 0.001$) and was significantly higher than that from IT ($P < 0.001$), with the average and maximum difference in gap fraction being 4.3% and 14.5%, respectively. There were no significant differences in gap fraction between ATm and IT ($P = 0.394$), and the gap fraction from ATm was not correlated with that from IT ($r = 0.404; P = 0.071$). However, when three outliers, of which gap fractions from ATm were less than 3%, were excluded from statistical analyses, the gap fraction from ATm was...
strongly correlated with that from IT \( (r = 0.953; P < 0.001) \), whereas there was a significant difference in gap fractions between ATm and IT \( (P < 0.05) \). These three photographs that produced the outliers were taken before leaf flushing on the plots of BL2, LL1 and LL3. For example, the original photograph taken in BL2 and its binary images from the interactive and automatic thresholdings are given in Fig. 5. There was a negative correlation between the gap fraction from ATe and IT \( (r = -0.649, P < 0.01) \), and the gap fraction from ATe was significantly higher than that from IT \( (P < 0.001) \). The average and maximum difference in gap fraction between ATe and IT was 41.3% and 69.9%, respectively.

**DISCUSSION**

**Operator bias and variation**

The gap fraction for each plot in this study, calculated as the median of two interactive thresholdings by 21 operators, ranged from 5.3% to 47.1%, indicating that our data covered a wider range of gap fraction than the previous study (JONCKHEERE et al. 2005).

As shown in Figs. 1 and 2, the single interactive threshold varied greatly among the different operators, resulting in a remarkable operator bias in gap fraction. This finding was in accordance with those reported by JONCKHEERE et al. (2005) and NOBIS and HUNZIKER (2005). JONCKHEERE et al. (2005) examined the operator bias in gap fraction among 10 operators using 10 photographs taken beneath comparatively open canopies, i.e. the gap fraction was over 30%, and reported that the bias became larger as the gap fraction of the photograph increased. Similarly, our data showed that the operator bias, when the gap fraction was less than 30%, became larger as the gap fraction increased. However, the operator bias was steady at a constant level when the gap fraction was over 30%. The reason for the inconsistency between these studies is not clear, but it may be due to the differences in operators and/or in light conditions, indicating that the interactive thresholding makes it impossible to compare the results from different studies.

For more than a half of the operators serving in this study, IT and gap fraction were significantly different between the repetitive thresholdings (see Fig. 3). To reduce the operator variation, images are generally analyzed several times by a single operator, and then an average of the analyses is taken for all outputs (e.g. MACHADO, REICH 1999; ENGLUND et al. 2000; FRAZER et al. 2001; HALE, EDWARDS 2002; HALE 2003; NOBIS, HUNZIKER 2005). Such a procedure would be effective in reducing the operator variation in the interactive thresholding, but it does not work for eliminating the operator bias. To obtain a reliable threshold by the interactive thresholding, it would be necessary for the photographs to be analyzed several times not by a single operator but by several different operators. However, repetitive thresholding by several operators will be impractical in spatially and temporally intensive studies, since the interactive thresholding is too time- and labour-consuming.

These results suggest that the reproducibility of interactive thresholding is questionable, and it is difficult to yield consistent estimations of light en-
virement using interactive thresholding within a single operator as well as between operators. Therefore, both operator bias and variation in interactive thresholding must be considered in the estimation of light environments using hemispherical photography. There is a need for alternatives to interactive thresholding, so that different studies can be compared based on objective criteria.

Comparison of interactive thresholding with automatic thresholding algorithms

Fig. 4 clearly showed that ENTROPY proposed by Kapur et al. (1985) overestimated the gap fraction compared to interactive thresholding. As shown in Fig. 5a and e, the grey levels of small branches (and foliage in other photographs) were most likely mistaken for those of the background sky, resulting in the overestimation of gap fraction. This result indicates that ENTROPY is an unprofitable automatic algorithm for converting colour hemispherical photographs to binary images. For the high gap fraction (>10%), the gap fractions from MINIMUM proposed by Kittler and Illingworth (1986) and interactive thresholding corresponded well, except for the three outliers as mentioned above. However, for the low gap fraction (<10%), VARIANCE proposed by Otsu (1979) showed a slightly smaller difference in the gap fraction from interactive thresholding than MINIMUM. Therefore it could not be concluded which algorithm, VARIANCE or MINIMUM, is superior to the other from the results of this study.

Jonckheere et al. (2005) compared the performance of 35 automatic thresholding algorithms based on the average thresholding performance score (AVE) proposed by Sezgin and Sankur (2004) and concluded that the iterative algorithm devised by Ridler and Calvard (1978) was the most reliable automatic thresholding algorithm. Nevertheless, Cescatti (2007) showed that Ridler and Calvard’s iterative thresholding algorithm (Ridler and Calvard 1978) produced the greatest overestimation of canopy transmittance compared to interactive thresholding, SideLook (Nobis and Hunziker 2005) and LinearRatio (Cescatti 2007). According to the AVE scores of Jonckheere et al. (2005), VARIANCE and MINIMUM were evaluated as the best and the worst algorithm, respectively, among the three algorithms applied in this study. The result of this study, however, showed that MINIMUM was a better algorithm compared to VARIANCE when the gap fraction was over 10%.

These findings suggest that the optimal automatic thresholding algorithm may vary with the light conditions of the stand. Although there is no statement with regard to the range of gap fractions of the photographs used in the study (Jonckheere et al. 2005), this inconsistency suggests that the iterative algorithm (Ridler and Calvard 1978) may not work well for converting the hemispherical photographs to binary images, depending on the light conditions of the stand. Hemispherical photography is used to estimate a wide range of light environments beneath various canopy densities of stands, and thus we should pay attention to the selection of the automatic thresholding algorithm. Further comparison of the automatic thresholding algorithms is needed across a wide range of canopy densities by keeping a comparable character of the cloudy sky.

As shown in Fig. 4, excessively large differences in the gap fraction between MINIMUM and interactive thresholding were found for three photographs, whereas MINIMUM was considered to be a better algorithm than VARIANCE and ENTROPY for other photographs when the gap fraction was over 10%. These photographs were taken under conditions of cloudy sky with dark and white clouds (see Fig. 5a). It would be impossible to distinguish small branches from the background sky with MINIMUM, since there were parts of both dark and white in the background sky and the grey levels of dark clouds were mistaken for those of branches as shown in Fig. 5d. Even with interactive thresholding (Fig. 5b) and VARIANCE (Fig. 5c), the grey levels of dark clouds tended to be mistaken for those of small branches. These findings reveal that it is unfavourable to take hemispherical photographs when the sky is covered with clouds of different darkness, although the photographs should be taken under cloudy conditions to prevent halation (Rich 1990). It will therefore be necessary to take the hemispherical photography under uniform cloudy conditions or in the time before and after sunset.

CONCLUSIONS

In this study, the effects of operator bias and variation in interactive thresholding on the estimation of light environment using hemispherical photography were investigated across a wide range of canopy densities. This study also compared three widely used automatic thresholding algorithms with interactive thresholding. The results indicat-
ed that MINIMUM was considered to be a better algorithm than the other ones installed in LIA32 when the gap fraction was over 10%. However, VARIANCE seemed to be superior to MINIMUM under the low gap fraction and the conditions of cloudy sky with dark and white clouds. This implies that MINIMUM or VARIANCE should be used for analyzing hemispherical photographs with LIA32. This study also revealed that it is unfavourable to take hemispherical photographs when the sky is covered with clouds of different darkness. In conclusion, we need to pay attention to the selection of the automatic thresholding algorithm and the sky condition when taking hemispherical photographs, although the automatic algorithm enables us to greatly reduce time and labour for the thresholding of photographs and to yield consistent estimation of forest light environments. It is also necessary to install other automatic thresholding algorithms into LIA32 which will make LIA32 more useful software for analyzing hemispherical photography.
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