Finite automata model for leaf disease classification
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Abstract: In this modern era, the detection of plant disease plays a vital role in the sustainability of agricultural ecosystem. Today, India being second in farming, well-timed information related to crop is still questioning. Indian Government’s farmer portal is available for pesticides, fertilisers, and farm machinery. To alleviate this problem, the paper describes a model to validate the leaf image, predicting leaf disease and notifying the farmer in an effective way on the harvest failure to stabilise farming income. For specific consideration on the validation, a data set library with predefined, uniformly scaled, regular image patterns of leaf disease, is maintained. The research suggests that farmers utilising the model can predict the breakout of leaf disease predominantly acquiring 100% yield.
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India, the region of the largest economy in Asia having a population of 1.3 billion, almost eighty per cent of the population, relies on agriculture. The productivity of farming goods depends on the quality, and agriculture is a key contributor to the country’s economy (Hoang 2018). Farming is a risky business; diseases affect crop yields making the production life cycle vulnerable, leading to harvest failure, and affecting farmers’ livelihood (Kung 2018). Generally, the rapid prognosis and accurate prediction of leaf disease play a vital role in controlling plant disorders (Das et al. 2017). Globally plant diseases are a threat to farmers whose livelihood depends on healthy crops (Mohanty et al. 2016). Leaf shape supports plant visualisation; it is crucial to categorise leaves in agricultural industries. Leaves exhibit taxonomic characteristics surviving long term in plants compared to flowers and fruits. Leaves are classified based on colour, texture, and shape (Steiner 1990; Palanivel et al. 2017). A computer model Marybylt predicts specific infection in pears and apples during fire blight epidemics. For an efficient disease predicting model, a strong mathematical base and statistical observation are required. The research aims to model a finite automaton accepting regular leaf images, the results validated using the data set library with 54,306 images for 14 species categorising 26 diseases considered from the PlantVillage project (Mohanty et al. 2016). The identification of affected leaf disease (Smita and Niket 2013) is stored in the finite-state system. In addition to finite-state validation, the machine incorporates techniques like virtual image processing, plant pathology, mathematical foundations of finite automaton, and other relevant fields. The contribution of this paper is to provide an analytical approach to identify specific leaf disease characteristics, assisting the farmers in plant treatment (Gusavac et al. 2019), planning and decreasing the loss that occurred on it. It will help the farmers, in monitoring crop health and disease diagnosis in the early stages, on a massive global scale (Anand and Ashwin Patil 2012). The model intimates farmer quickly on the existence of the leaf disease, proving an automata technique addressing user-friendly solutions for societal issues. From this description, the objective of our research influences
farmer’s decision and analyses the impact on farming income and complementing by insurance (Yanuarti et al. 2019) in the world agricultural market.

**Literature review on identification of plant disease.** Research by Landge et al. (2013) have developed a programming technique addressing the issues faced by Indian ranchers. A technique developed a computationally demanding gadget, recording and sending SMS to ranchers on plant masking notifications, upgrading agriculture productiveness by reducing time and cost. Haiguang et al. (2012) points out a model to identify infections in grapes plant by applying image editing, pressure, and picture denoising to plant specimens and the results were limited to character the ailments. Dhaygude and Kumbhar (2013) specifically described the complementarity concept of how morphological regenerative structure recognised microscopic cell genetic disorders. The infections related to protein and genetic sold were the specific area overlooked, and the molecules were negligible. Alex and Kanavalli (2019) focussed on a big data analytics model to examine soil nutrients of precision agriculture crops in specific consideration to drumstick, papaya, and banana. The plant health hazards on excessive use of fertilisers were reported. Rao and Kulkarni (2020) point out the structured framework for shading investigations in grape leaves, grouping the plant sickness into three frameworks: rust infection, scab illness, and no malady for its broad usage in rural regions. Jayme and Barbedo (2013) proposed a visible spectrum-based image processing method for detecting plant disease and the survey was not dealt in depth.

**MODEL FORMULATION**

Finite automata, the abstract mathematical machine with finite memory, adopted for tasks reminiscent of matching regular expression, text parsing, protocol analysis, and speech recognition. The finiteness limitation forbid to redesign a software model solving the task assigned in a consistent manner by transforming it to the regular pattern of those accepted by the model. Complications exist only on understanding the problem in depth.

**Source model description (MD).** Finite automaton defined as a five-tuple system. For a machine:

\[ M = (K, \Sigma, \delta, q_0, F) \]

where: \( K \) – finite non-empty set of states; \( \Sigma \) – finite non-empty set of input alphabets; \( \delta \) – the transition function, \( \delta: K \times \Sigma \rightarrow K \); \( q_0 \) – the initial state, \( q_0 \in K \); \( F \) – the set of final states, \( F \subseteq K \).

Figure 1. signifies a deterministic finite automaton (DFA) model for the identification and classification of leaf disease. The model composed of finite control (FC), the FC and an input tape to accept the input images of size 256 × 256 pixels, in case of difference, the image pixel will be resized. The reading head reads one input image at a time, advancing the input tape one unit to the right.

The model, on its primary phase, accepts or rejects an image of a minimum from 1 to infinite numbers and processing one image at a time comparing with the set of images in the data set library, signifying "validation
state". The model is intact on the concept of internal states and transitions at discrete time intervals. Pattern library comprises diseased images and their identification rules (Haiguang et al. 2012). The research model significance was analysed using the specimen images categorised and reported in the Plant Village project (Mohanty et al. 2016). On positive validation, the machine model description (MD) has definite acceptance for non-diseased leaf or irrelevant image; the machine rejects at its instigation, avoiding unnecessary processing. On disease assured image, the machine performs subsequent phases of pre-processing, segmentation, feature extraction, and classification for classifying the disease type.

The finite automata tuples for the redesigned model is defined as follows:

for a machine MD = (Q, X, δ, q₀, Y)

where: Q – finite non-empty set of states; X – finite non-empty set of input alphabets; δ – transition function; Q × X → Q; q₀ – the initial state, q₀ ∈ Q; Y – set of final states, Y ⊆ Q.

States and representations of redesigned finite automata model is given in Table 1.

The associated set of states for the model, Q = \{q₀, q₁, q₂, q₃, q₄, q₅, q₆, q₇, q₈\} are described in Table 1.

The other new variables used in the model are defined as below:

X = \{i, a, b, r\}, the set of input images

Considered assumption: a – diseased image; b – non-diseased/blank image, i – fixed input image for the state qᵢ; r – fixed result image for the state qᵢ;

δ: Q × X → Q, the transition function for state q ∈ Q in the \(i^{th}\) moment of discrete time \(d_i\), q(i) and the image \(x_i \in X\) expressed in Equation (1).

\[
q (i + 1) = \delta (q(i), x_i)
\]  

(1)

For the state q ∈ Q and x ∈ X, the transition function \(\delta (q(i), x)\), if not defined, the finite machine stops the task.

\(q₀\) initial/image acquisition state, fixed to accept the only preliminary input image i.

\(Y = \{qₙ\}\), the final state, fixed to display the result only on accepting the image r. The research considered Plant Village project (Mohanty et al. 2016) use a support vector machine (SVM) classification method for the identification of leaf disease, the dataset utilised perfectly matches with the constraints of the finite automata model.

Table 1. States and representations of redesigned finite automata model

<table>
<thead>
<tr>
<th>States</th>
<th>Representations</th>
<th>Remarks</th>
</tr>
</thead>
<tbody>
<tr>
<td>(q₀)</td>
<td>initial state/image acquisition state</td>
<td>(d_i = 0, 0) zero moment discrete time</td>
</tr>
<tr>
<td>(q₁)</td>
<td>validation state</td>
<td>accepts/rejects time</td>
</tr>
<tr>
<td>(q₂)</td>
<td>diseased state</td>
<td>validation acceptance</td>
</tr>
<tr>
<td>(q₃)</td>
<td>rejection state - non-diseased/blank</td>
<td>machine, model description (MD) rejection</td>
</tr>
<tr>
<td>(q₄)</td>
<td>pre-processing state</td>
<td>–</td>
</tr>
<tr>
<td>(q₅)</td>
<td>segmentation state</td>
<td>–</td>
</tr>
<tr>
<td>(q₆)</td>
<td>feature extraction state</td>
<td>–</td>
</tr>
<tr>
<td>(q₇)</td>
<td>classification state</td>
<td>–</td>
</tr>
<tr>
<td>(q₈)</td>
<td>result state</td>
<td>displays results</td>
</tr>
</tbody>
</table>

Source: Authors

The machine MD having transition function \(δ\), the sequence of state transitions, is described in Figure 2. Transition diagram for the model:

\[
q₀ ∈ Q → \text{initial state}
\]

\[
\delta (q₀, i) = q₃
\]

\[
\delta (q₁, a) = q₂
\]

\[
\delta (q₂, b) = q₃
\]

\[
\delta (q₃, a) = q₄
\]

\[
\delta (q₄, b) = q₅
\]

\[
\delta (q₅, a) = q₆
\]

\[
\delta (q₆, b) = q₇
\]

\[
\delta (q₇, r) = q₈
\]

\(q₈ ∈ Q → \text{displays result} \)

Table 2. describes the transition of each state specified in Figure 2.

<table>
<thead>
<tr>
<th>Procedure of a finite control (FC)</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1. The initial state - (q₀), fixed to accept the only input image i, signifies as &quot;image acquisition stage&quot;.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2. The state (q₀) on receiving i, the image transformed to a regular pattern. Subsequently, the transition moves to the next state, the &quot;validation state&quot;:</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(\delta (q₀, i) = q₃)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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3. The validation state $q_s$, a significant stage of the model. On comparing the image with the data set library, the output is either diseased or non-diseased/blank/irrelevant image. The validation is diseased, the transition moves from $q_1$ to $q_2$. On non-diseased/blank/irrelevant, the transition moves to $q_3$, the rejection state. Here the machine rejects the image avoiding unnecessary computations, reducing processing time:

\[
\delta(q_1, a) = q_2 \\
\delta(q_1, b) = q_3
\]

4. On successful validation of the diseased image from $q_1$ to $q_2$, the image is ready for subsequent operations like pre-processing ($q_4$ state), segmentation ($q_5$ state), feature extraction ($q_6$ state) and classification ($q_7$ state). In states $q_4, q_5, q_6$, and $q_7$, the transition occurs stage by stage only if the image is eligible for further processing. In the case of non-eligibility, the transition moves directly to $q_3$ state, where the machine terminates/stops. The state transitions are described as below:

\[
\delta(q_2, a) = q_4 \\
\delta(q_4, a) = q_5 \\
\delta(q_4, b) = q_6 \\
\delta(q_6, a) = q_7
\]

5. $q_3$, the rejection state. Here the machine terminates/stops due to the following reasons:

\(i\) When the input runs out of tape.

\(ii\) Image is non-diseased/blank/irrelevant.

\(iii\) Image not eligible for further processing.

\[
\delta(q_3, a) = q_3 \\
\delta(q_3, b) = q_3
\]

6. On successful completion of the subsequent phases, the image moved to the disease classification state $q_7$. $q_7$, on reading the classified result image $r$, the transition moves to the final state $q_8$. The state $q_8$ fixed only for displaying the result. Thus, $q_8$ considered to be the final state for the finite automaton model, which displays the classified disease type:

\[
\delta(q_7, r) = q_8 \\
q_0 \rightarrow q_1 \rightarrow q_2 \rightarrow q_4 \rightarrow q_5 \rightarrow q_6 \rightarrow q_7 \rightarrow q_8 \in Q, MD accepts \\
q_0 \rightarrow q_1 \rightarrow q_3 \notin Q, MD rejects
\]

7. Also, the machine MD stops if the state transitions are non-defined. The non-defined states given below:

\[
\delta(q_0, a), \delta(q_0, b), \delta(q_0, r) \\
\delta(q_1, i), \delta(q_2, i), \delta(q_3, i), \delta(q_4, i), \delta(q_5, i), \delta(q_6, i), \delta(q_7, i) \\
\delta(q_8, i), \delta(q_9, a), \delta(q_9, b)
\]
\[
\delta (q_1, r), \delta (q_2, r), \delta (q_3, r), \delta (q_4, r), \delta (q_5, r), \delta (q_6, r)
\]

Acceptance definition: For the DFA, MD = (Q, X, δ, q_0, Y), L(MD) = \{ia^n r, where n ≥ 5\}, the language accepted by the finite automaton.

Rejection definition: For the DFA, MD = (Q, X, δ, q_0, Y), L(MD) = \{ia^n br, where n ≥ 1\} or \{ia^n r, where n ≥ 1\} the machine MD terminates/stops.

The model undergoes subsequent classification of the leaf disease (Ghaiwat and Arora 2014) are described as below: image acquisition reads the input image and resizes for validation. The pre-processing removes noise using bilateral filtering (Kornprobst et al. 2008). Followed by segmentation, Otsu's threshold-based segmentation and finally, the feature extraction and classification by applying SVM classifier.

**Bilateral filtering.** Bilateral filtering (Durand and Paris 2006) preserves the image edges, is a simple non-iterative to smoothen the dissimilar edges, expressed in Equation (2). At σ process using Gaussian filter \( G \) each pixel, the weighted average of neighbouring pixels considered for the calculation of the intensity value.

\[
G(x) = \frac{1}{\sigma \sqrt{2\pi}} \exp \left(-\frac{x^2}{2\sigma^2}\right) \tag{2}
\]

The filter measure \( \sigma \), the series connection of pixel \( x \) with \( y \) shown in Equation (3).

\[
sim(u) = \|u(x) - u(y)\|^2 \tag{3}
\]

Equation (4) express the sub. of Equation (2) in (1).

\[
G\sigma(sim(u)) = \frac{1}{\sigma \sqrt{2\pi}} \exp \left(-\frac{\|u(x) - u(y)\|^2}{2\sigma^2}\right) \tag{4}
\]

Equation (5) expresses the similarity contrast.

\[
Contr(u) = 1 - \sim(u) = 1 - \|u(x) - u(y)\|^2 \tag{5}
\]

Equation (6) describes the contrast quantity of pixel \( x \) having neighbour \( y \).

\[
G\sigma(Contr(u)) = \frac{1}{\sigma \sqrt{2\pi}} \exp \left(-\frac{1 - \|u(x) - u(y)\|^2}{2\sigma^2}\right) \tag{6}
\]

Equation (7) express the calculation for bilateral filter \( B(u) \).

\[
B(u) = \frac{1}{Wx} \sum_{y \in S} G\sigma(||x - y||)G\sigma(||x - y||)u(y) \tag{7}
\]

Equation (8) express the substitution of \( \sim(u) \) in Equation (7).

\[
B(u) = \frac{1}{Wx} \sum_{y \in S} G\sigma(||x - y||)G\sigma(||x - y||)u(y) \tag{8}
\]

Finally, the normalised weight, \( Wx \), with spatial (\( \sigma_s \)) and intensity (\( \sigma_r \)) filter scales is expressed in Equation (9).

\[
Wx(x) = \sum_{y \in S} G\sigma(||x - y||)G\sigma(||u(x) - u(y)||) \tag{9}
\]

The next phase forwards to Otsu's threshold, the finest method to threshold the background leaf objects and categorise based on dual periods. The possibility incidence of grey level (Padmavathi and Thangadurai 2016) is expressed in Equation (10).

\[
P = \frac{n_i}{n} \tag{10}
\]

where: \( P \) – possible incidents of grey level; \( n_i \) – current input image; \( n \) – total number of images in the data set.

The last phase of feature extraction and SVM classification, finished based on colour variation, border structure, and asymmetrical diameter. The SVM classifier trains the data holding enormous feature spaces. Equation (11) express the Accuracy calculation of the SVM classifier.

\[
Accuracy = \frac{TP + TN}{TP + FP + FN + TN} \times 100\% \tag{11}
\]

**RESULTS**

The comparison result of the input image with the data set images as discussed in the model formulation section, the proposed system identifies the leaf disease is as follows.

The system performs the disease identification process by accepting the input image and perform validation process discussed in the model formulation section to return the state of the leaf as diseased with classification or healthy as an output. Based on the output, the attention given to the diseased plant to get the maximum yield.

The following Figure (3) depicts the input image and the corresponding output after validating with the proposed model.

The researched finite automaton model validates the resized input leaf image with patterns in the data set library consisting of 39 221 images for 26 species. The validation resulted for a diseased image, the ma-
chine MD accepted the image for subsequent processing and finally identifying the disease as *Cercospora* leaf spot, as shown in Figure 3. The limitation in paper, is the study area not expanded much on the image processing techniques. Further, studies need to be carried out in this field on the possibility of applying other image processing techniques with some modifications. The model claim guarantees to reduce the production risk of farmers having a positive impact on farmer’s income to facilitate the welfare of the agriculture economy.

**CONCLUSION**

Harvest failure has a significant effect on the farmers’ income and livelihood. To reduce the production risk, they can be encouraged on the usage of such models in farming. The researched model predicts the leaf diseases on its preliminary stage of validation further undergoing subsequent image processing techniques to classify the disease type. The existence of the validation phase reduces the processing time, avoiding the verification of unnecessary inputs those not accepted by the machine. This study guarantees an agricultural complementary model; farmer’s willingness in such deployments will ensure more benefit on finding a better place in the regional markets for their qualified products. In order to make the model farmer-friendly to the global scale the level of disease (low, medium, critical) with warning messages could be predicted, along with the output can be considered for future work.
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